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This book constitutes the refereed proceedings of the 12th Iberoamerican
Congress on Pattern Recognition, CIARP 2007, held in Valparaiso, Chile,
November 13-16, 2007. The 97 revised full papers presented together with four
keynote articles were carefully reviewed and selected from 200 submissions.
The papers cover ongoing research and mathematical methods for pattern
recognition, image analysis, and applications in areas such as computer vision,
robotics, industry and health. Data Mining: Concepts and Techniques provides
the concepts and techniques in processing gathered data or information, which
will be used in various applications. Specifically, it explains data mining and the
tools used in discovering knowledge from the collected data. This book is
referred as the knowledge discovery from data (KDD). It focuses on the
feasibility, usefulness, effectiveness, and scalability of techniques of large data
sets. After describing data mining, this edition explains the methods of
knowing, preprocessing, processing, and warehousing data. It then presents
information about data warehouses, online analytical processing (OLAP), and
data cube technology. Then, the methods involved in mining frequent patterns,
associations, and correlations for large data sets are described. The book



details the methods for data classification and introduces the concepts and
methods for data clustering. The remaining chapters discuss the outlier
detection and the trends, applications, and research frontiers in data mining.
This book is intended for Computer Science students, application developers,
business professionals, and researchers who seek information on data mining.
Presents dozens of algorithms and implementation examples, all in pseudo-code
and suitable for use in real-world, large-scale data mining projects Addresses
advanced topics such as mining object-relational databases, spatial databases,
multimedia databases, time-series databases, text databases, the World Wide
Web, and applications in several fields Provides a comprehensive, practical look
at the concepts and techniques you need to get the most out of your data The
novel organization of the program in terms of figure descriptions, which are
analyzed to find transformation rules, and rule descriptions, which are analyzed
to find 'common generalizations' of pairs of transformation rules, has
implications for the design of problem-solving programs and for machine
learning. These implications are discussed at some length and suggestions are
made for work on pattern-recognition and learning techniques based on ideas
developed in the course of the present investigation. Introduction to Pattern
Recognition: A Matlab Approach is an accompanying manual to
Theodoridis/Koutroumbas' Pattern Recognition. It includes Matlab code of the
most common methods and algorithms in the book, together with a descriptive
summary and solved examples, and including real-life data sets in imaging and
audio recognition. This text is designed for electronic engineering, computer
science, computer engineering, biomedical engineering and applied
mathematics students taking graduate courses on pattern recognition and
machine learning as well as R&D engineers and university researchers in image
and signal processing/analyisis, and computer vision. Matlab code and
descriptive summary of the most common methods and algorithms in
Theodoridis/Koutroumbas, Pattern Recognition, Fourth Edition Solved examples
in Matlab, including real-life data sets in imaging and audio recognition
Available separately or at a special package price with the main text (ISBN for
package: 978-0-12-374491-3) This book constitutes the thoroughly refereed
proceedings of the Second Mexican Conference on Pattern Recognition, MCPR
2010, held in Puebly, Mexico, in September 2010. The 39 revised papers were
carefully reviewed and selected from 89 submissions and are organized in
topical sections on computer vision and robotics, image processing, neural
networks and signal processing, pattern recognition, data mining, natural
language and document processing. Statistical pattern recognition; Probability
density estimation; Single-layer networks; The multi-layer perceptron; Radial
basis functions; Error functions; Parameter optimization algorithms; Pre-
processing and feature extraction; Learning and generalization; Bayesian
techniques; Appendix; References; Index. During the last twenty years the
problem of pattern recognition (specifically, image recognition) has been
studied intensively by many investigators, yet it is far from being solved. The
number of publications increases yearly, but all the experimental results-with
the possible exception of some dealing with recognition of printed characters-
report a probability of error significantly higher than that reported for the same
images by humans. It is widely agreed that ideally the recognition problem
could be thought of as a problem in testing statistical hypotheses. However, in
most applications the immediate use of even the simplest statistical device runs



head on into grave computational difficulties, which cannot be eliminated by
recourse to general theory. We must accept the fact that it is impossible to
build a universal machine which can learn an arbitrary classification of
multidimensional signals. Therefore the solution of the recognition problem
must be based on a priori postulates (concerning the sets of signals to be
recognized) that will narrow the set of possible classifications, i.e., the set of
decision functions. This notion can be taken as the methodological basis for the
approach adopted in this book. This volume contains all papers presented at
SSPR 2004 and SPR 2004, hosted by the Instituto de Telecomunicac ̃
̧oes/Instituto Superior T ́ ecnico, Lisbon, Portugal, August 18-20, 2004. This was
the fourth time that the two workshops were held back-to-back. The SSPR was
the tenth International Workshop on Structural and Synt- tic Pattern
Recognition, and the SPR was the ?fth International Workshop on Statistical
Techniques in Pattern Recognition. These workshops have traditi- ally been held
in conjunction with ICPR (International Conference on Pattern Recognition), and
are the major events for technical committees TC2 and TC1, respectively, of the
International Association for Pattern Recognition (IAPR). The workshops were
closely coordinated, being held in parallel, with plenary talks and a common
session on hybrid systems. This was an attempt to resolve thedilemmaofhowto
dealwiththeneedfornarrow-focusspecializedworkshops yet accommodate the
presentation of new theories and techniques that blur the distinction between
the statistical and the structural approaches. A total of 219 papers were
received from many countries, with the subm- sion and reviewing processes
being carried out separately for each workshop. A total of 59 papers were
accepted for oral presentation and 64 for posters. In - dition, four invited
speakers presented informative talks and overviews of their research. They
were: Alberto Sanfeliu, from the Technical University of Cata- nia, Spain; Marco
Gori, from the University of Siena, Italy; Nello Cristianini, from the University of
California, USA; and Erkki Oja, from Helsinki University of Technology, Finland,
winner of the 2004 Pierre Devijver Award. CD-ROM contains: Datasets --
Software tools. The book provides an up-to-date and authoritative treatment of
pattern recognition and computer vision, with chapters written by leaders in the
field. On the basic methods in pattern recognition and computer vision, topics
range from statistical pattern recognition to array grammars to projective
geometry to skeletonization, and shape and texture measures. Recognition
applications include character recognition and document analysis, detection of
digital mammograms, remote sensing image fusion, and analysis of functional
magnetic resonance imaging data, etc. Methodologies of Pattern Recognition is
a collection of papers that deals with the two approaches to pattern recognition
(geometrical and structural), the Robbins-Monro procedures, and the
implications of interactive graphic computers for pattern recognition
methodology. Some papers describe non-supervised learning in statistical
pattern recognition, parallel computation in pattern recognition, and statistical
analysis as a tool to make patterns emerge from data. One paper points out the
importance of cluster processing in visual perception in which proximate points
of similar brightness values form clusters. At higher levels of mental activity
humans are efficient in clumping complex items into clusters. Another paper
suggests a recognition method which combines versatility and an efficient noise-
proofness in dealing with the two main problems in the field of recognition.
These difficulties are the presence of a large variety of observed signals and the



presence of interference. One paper reports on a possible feature selection for
pattern recognition systems employing the minimization of population entropy.
Electronic engineers, physicists, physiologists, psychologists, logicians,
mathematicians, and philosophers will find great rewards in reading the above
collection. For many engineering problems we require optimization processes
with dynamic adaptation as we aim to establish the dimension of the search
space where the optimum solution resides and develop robust techniques to
avoid the local optima usually associated with multimodal problems. This book
explores multidimensional particle swarm optimization, a technique developed
by the authors that addresses these requirements in a well-defined algorithmic
approach. After an introduction to the key optimization techniques, the authors
introduce their unified framework and demonstrate its advantages in
challenging application domains, focusing on the state of the art of
multidimensional extensions such as global convergence in particle swarm
optimization, dynamic data clustering, evolutionary neural networks, biomedical
applications and personalized ECG classification, content-based image
classification and retrieval, and evolutionary feature synthesis. The content is
characterized by strong practical considerations, and the book is supported with
fully documented source code for all applications presented, as well as many
sample datasets. The book will be of benefit to researchers and practitioners
working in the areas of machine intelligence, signal processing, pattern
recognition, and data mining, or using principles from these areas in their
application domains. It may also be used as a reference text for graduate
courses on swarm optimization, data clustering and classification, content-
based multimedia search, and biomedical signal processing applications. The
paper is organized as follows: In section 2, we describe the no- orientation-
discontinuity interfering model based on a Gaussian stochastic model in
analyzing the properties of the interfering strokes. In section 3, we describe the
improved canny edge detector with an ed- orientation constraint to detect the
edges and recover the weak ones of the foreground words and characters; In
section 4, we illustrate, discuss and evaluate the experimental results of the
proposed method, demonstrating that our algorithm significantly improves the
segmentation quality; Section 5 concludes this paper. 2. The norm-orientation-
discontinuity interfering stroke model Figure 2 shows three typical samples of
original image segments from the original documents and their magnitude of
the detected edges respectively. The magnitude of the gradient is converted
into the gray level value. The darker the edge is, the larger is the gradient
magnitude. It is obvious that the topmost strong edges correspond to
foreground edges. It should be noted that, while usually, the foreground writing
appears darker than the background image, as shown in sample image Figure
2(a), there are cases where the foreground and background have similar
intensities as shown in Figure 2(b), or worst still, the background is more
prominent than the foreground as in Figure 2(c). So using only the intensity
value is not enough to differentiate the foreground from the background. (a) (b)
(c) (d) (e) (f) Solving pattern recognition problems involves an enormous
amount of computational effort. By applying genetic algorithms - a
computational method based on the way chromosomes in DNA recombine -
these problems are more efficiently and more accurately solved. Genetic
Algorithms for Pattern Recognition covers a broad range of applications in
science and technology, describing the integration of genetic algorithms in



pattern recognition and machine learning problems to build intelligent
recognition systems. The articles, written by leading experts from around the
world, accomplish several objectives: they provide insight into the theory of
genetic algorithms; they develop pattern recognition theory in light of genetic
algorithms; and they illustrate applications in artificial neural networks and
fuzzy logic. The cross-sectional view of current research presented in Genetic
Algorithms for Pattern Recognition makes it a unique text, ideal for graduate
students and researchers. The book explains the important concepts and
principles of image processing to implement the algorithms and techniques to
discover new problems and applications. It contains numerous fundamental and
advanced image processing algorithms and pattern recognition techniques to
illustrate the framework. It presents essential background theory, shape
methods, texture about new methods, and techniques for image processing and
pattern recognition. It maintains a good balance between a mathematical
background and practical implementation. This book also contains the
comparison table and images that are used to show the results of enhanced
techniques. This book consists of novel concepts and hybrid methods for
providing effective solutions for society. It also includes a detailed explanation
of algorithms in various programming languages like MATLAB, Python, etc. The
security features of image processing like image watermarking and image
encryption etc. are also discussed in this book. This book will be useful for those
who are working in the field of image processing, pattern recognition, and
security for digital images. This book targets researchers, academicians,
industry, and professionals from R&D organizations, and students, healthcare
professionals working in the field of medical imaging, telemedicine,
cybersecurity, data scientist, artificial intelligence, image processing, digital
hospital, intelligent medicine. This book considers classical and current theory
and practice, of supervised, unsupervised and semi-supervised pattern
recognition, to build a complete background for professionals and students of
engineering. The authors, leading experts in the field of pattern recognition,
have provided an up-to-date, self-contained volume encapsulating this wide
spectrum of information. The very latest methods are incorporated in this
edition: semi-supervised learning, combining clustering algorithms, and
relevance feedback. · Thoroughly developed to include many more worked
examples to give greater understanding of the various methods and techniques
· Many more diagrams included--now in two color--to provide greater insight
through visual presentation · Matlab code of the most common methods are
given at the end of each chapter. · More Matlab code is available, together with
an accompanying manual, via this site · Latest hot topics included to further the
reference value of the text including non-linear dimensionality reduction
techniques, relevance feedback, semi-supervised learning, spectral clustering,
combining clustering algorithms. · An accompanying book with Matlab code of
the most common methods and algorithms in the book, together with a
descriptive summary, and solved examples including real-life data sets in
imaging, and audio recognition. The companion book will be available
separately or at a special packaged price (ISBN: 9780123744869). Thoroughly
developed to include many more worked examples to give greater
understanding of the various methods and techniques Many more diagrams
included--now in two color--to provide greater insight through visual
presentation Matlab code of the most common methods are given at the end of



each chapter An accompanying book with Matlab code of the most common
methods and algorithms in the book, together with a descriptive summary and
solved examples, and including real-life data sets in imaging and audio
recognition. The companion book is available separately or at a special
packaged price (Book ISBN: 9780123744869. Package ISBN: 9780123744913)
Latest hot topics included to further the reference value of the text including
non-linear dimensionality reduction techniques, relevance feedback, semi-
supervised learning, spectral clustering, combining clustering algorithms
Solutions manual, powerpoint slides, and additional resources are available to
faculty using the text for their course. Register at www.textbooks.elsevier.com
and search on "Theodoridis" to access resources for instructor. Deep learning
has become a trending area of research due to its adaptive characteristics and
high levels of applicability. In recent years, researchers have begun applying
deep learning strategies to image analysis and pattern recognition for solving
technical issues within image classification. As these technologies continue to
advance, professionals have begun translating this intelligent programming
language into mobile applications for devices. Programmers and web developers
are in need of significant research on how to successfully develop pattern
recognition applications using intelligent programming. MatConvNet Deep
Learning and iOS Mobile App Design for Pattern Recognition: Emerging Research
and Opportunities is an essential reference source that presents a solution to
developing intelligent pattern recognition Apps on iOS devices based on
MatConvNet deep learning. Featuring research on topics such as medical image
diagnosis, convolutional neural networks, and character classification, this book
is ideally designed for programmers, developers, researchers, practitioners,
engineers, academicians, students, scientists, and educators seeking coverage
on the specific development of iOS mobile applications using pattern
recognition strategies. This book constitutes the refereed proceedings of the
11th Iberoamerican Congress on Pattern Recognition, CIARP 2006, held in
Cancun, Mexico in November 2006. The 99 revised full papers presented
together with three keynote articles were carefully reviewed and selected from
239 submissions. The papers cover ongoing research and mathematical
methods. The first edition, published in 1973, has become a classicreference in
the field. Now with the second edition, readers willfind information on key new
topics such as neural networks andstatistical pattern recognition, the theory of
machine learning,and the theory of invariances. Also included are worked
examples,comparisons between different methods, extensive graphics,
expandedexercises and computer project topics. An Instructor's Manual
presenting detailed solutions to all theproblems in the book is available from
the Wiley editorialdepartment. The domains of Pattern Recognition and Machine
Learning have experienced exceptional interest and growth, however the
overwhelming number of methods and applications can make the fields seem
bewildering. This text offers an accessible and conceptually rich introduction, a
solid mathematical development emphasizing simplicity and intuition. Students
beginning to explore pattern recognition do not need a suite of mathematically
advanced methods or complicated computational libraries to understand and
appreciate pattern recognition; rather the fundamental concepts and insights,
eminently teachable at the undergraduate level, motivate this text. This book
provides methods of analysis that the reader can realistically undertake on their
own, supported by real-world examples, case-studies, and worked numerical /



computational studies. During the past decade there has been an explosion in
computation and information technology. With it have come vast amounts of
data in a variety of fields such as medicine, biology, finance, and marketing. The
challenge of understanding these data has led to the development of new tools
in the field of statistics, and spawned new areas such as data mining, machine
learning, and bioinformatics. Many of these tools have common underpinnings
but are often expressed with different terminology. This book describes the
important ideas in these areas in a common conceptual framework. While the
approach is statistical, the emphasis is on concepts rather than mathematics.
Many examples are given, with a liberal use of color graphics. It should be a
valuable resource for statisticians and anyone interested in data mining in
science or industry. The book’s coverage is broad, from supervised learning
(prediction) to unsupervised learning. The many topics include neural networks,
support vector machines, classification trees and boosting---the first
comprehensive treatment of this topic in any book. This major new edition
features many topics not covered in the original, including graphical models,
random forests, ensemble methods, least angle regression & path algorithms
for the lasso, non-negative matrix factorization, and spectral clustering. There is
also a chapter on methods for “wide” data (p bigger than n), including multiple
testing and false discovery rates. Trevor Hastie, Robert Tibshirani, and Jerome
Friedman are professors of statistics at Stanford University. They are prominent
researchers in this area: Hastie and Tibshirani developed generalized additive
models and wrote a popular book of that title. Hastie co-developed much of the
statistical modeling software and environment in R/S-PLUS and invented
principal curves and surfaces. Tibshirani proposed the lasso and is co-author of
the very successful An Introduction to the Bootstrap. Friedman is the co-
inventor of many data-mining tools including CART, MARS, projection pursuit
and gradient boosting. Pattern recognition is a scientific discipline that is
becoming increasingly important in the age of automation and information
handling and retrieval. Patter Recognition, 2e covers the entire spectrum of
pattern recognition applications, from image analysis to speech recognition and
communications. This book presents cutting-edge material on neural networks, -
a set of linked microprocessors that can form associations and uses pattern
recognition to "learn" -and enhances student motivation by approaching pattern
recognition from the designer's point of view. A direct result of more than 10
years of teaching experience, the text was developed by the authors through
use in their own classrooms. *Approaches pattern recognition from the
designer's point of view *New edition highlights latest developments in this
growing field, including independent components and support vector machines,
not available elsewhere *Supplemented by computer examples selected from
applications of interest CIARP 2003 (8th Iberoamerican Congress on Pattern
Recognition) was the eighth event in a series of pioneering congresses on
pattern recognition in the Latin American c- munity of countries. This year,
however, the forum was extended to include worldwide participation. The event
has been held in the past in Mexico, Cuba, Brazil and Por- gal; it took place this
year in Havana (Cuba). The aim of the congress was to promote and disseminate
ongoing research into mathematical methods for pattern recognition, computer
vision, image analysis, and speech recognition, as well as the application of
these techniques in such diverse areas as robotics, industry, health,
entertainment, space exploration, telecommunications, data mining, document



analysis, and natural language processing and recognition to name a few.
Moreover it was a forum for scienti?c re- arch, experience exchange, the sharing
of new knowledge, and establishing contacts to improve cooperation between
research groups in pattern recognition, computer vision and related areas. The
congress was organized by the Institute of Cybernetics, Mathematics and P- sics
of Cuba (ICIMAF) and the Center for Computing Research (CIC) of the National
Polytechnic Institute of Mexico, and was sponsored by the University of La Salle,
- xico, the University of Oriente, Cuba, the Polytechnic Institute “Jose ́ A.
Statistical pattern recognition is a very active area of study andresearch, which
has seen many advances in recent years. New andemerging applications - such
as data mining, web searching,multimedia data retrieval, face recognition, and
cursivehandwriting recognition - require robust and efficient patternrecognition
techniques. Statistical decision making and estimationare regarded as
fundamental to the study of pattern recognition. Statistical Pattern Recognition,
Second Edition has been fullyupdated with new methods, applications and
references. It providesa comprehensive introduction to this vibrant area - with
materialdrawn from engineering, statistics, computer science and the
socialsciences - and covers many application areas, such as databasedesign,
artificial neural networks, and decision supportsystems. * Provides a self-
contained introduction to statistical patternrecognition. * Each technique
described is illustrated by real examples. * Covers Bayesian methods, neural
networks, support vectormachines, and unsupervised classification. * Each
section concludes with a description of the applicationsthat have been
addressed and with further developments of thetheory. * Includes background
material on dissimilarity, parameterestimation, data, linear algebra and
probability. * Features a variety of exercises, from 'open-book' questions tomore
lengthy projects. The book is aimed primarily at senior undergraduate and
graduatestudents studying statistical pattern recognition, patternprocessing,
neural networks, and data mining, in both statisticsand engineering
departments. It is also an excellent source ofreference for technical
professionals working in advancedinformation development environments. For
further information on the techniques and applicationsdiscussed in this book
please visit ahref="http://www.statistical-pattern-
recognition.net/"www.statistical-pattern-recognition.net/a This thoroughly
revised and expanded new edition now includes a more detailed treatment of
the EM algorithm, a description of an efficient approximate Viterbi-training
procedure, a theoretical derivation of the perplexity measure and coverage of
multi-pass decoding based on n-best search. Supporting the discussion of the
theoretical foundations of Markov modeling, special emphasis is also placed on
practical algorithmic solutions. Features: introduces the formal framework for
Markov models; covers the robust handling of probability quantities; presents
methods for the configuration of hidden Markov models for specific application
areas; describes important methods for efficient processing of Markov models,
and the adaptation of the models to different tasks; examines algorithms for
searching within the complex solution spaces that result from the joint
application of Markov chain and hidden Markov models; reviews key
applications of Markov models. This 8-volumes set constitutes the refereed of
the 25th International Conference on Pattern Recognition Workshops, ICPR
2020, held virtually in Milan, Italy and rescheduled to January 10 - 11, 2021 due
to Covid-19 pandemic. The 416 full papers presented in these 8 volumes were



carefully reviewed and selected from about 700 submissions. The 46 workshops
cover a wide range of areas including machine learning, pattern analysis,
healthcare, human behavior, environment, surveillance, forensics and
biometrics, robotics and egovision, cultural heritage and document analysis,
retrieval, and women at ICPR2020. This book constitutes the refereed
proceedings of the 10th IAPR-TC-15 International Workshop on Graph-Based
Representations in Pattern Recognition, GbRPR 2015, held in Beijing, China, in
May 2015. The 36 papers presented in this volume were carefully reviewed and
selected from 53 submissions. The accepted papers cover diverse issues of
graph-based methods and applications, with 7 in graph representation, 15 in
graph matching, 7 in graph clustering and classification, and 7 in graph-based
applications. This is the first textbook on pattern recognition to present the
Bayesian viewpoint. The book presents approximate inference algorithms that
permit fast approximate answers in situations where exact answers are not
feasible. It uses graphical models to describe probability distributions when no
other books apply graphical models to machine learning. No previous knowledge
of pattern recognition or machine learning concepts is assumed. Familiarity with
multivariate calculus and basic linear algebra is required, and some experience
in the use of probabilities would be helpful though not essential as the book
includes a self-contained introduction to basic probability theory. The
revitalization of neural network research in the past few years has already had a
great impact on research and development in pattern recognition and artificial
intelligence. Although neural network functions are not limited to pattern
recognition, there is no doubt that a renewed progress in pattern recognition
and its applications now critically depends on neural networks. This volume
specially brings together outstanding original research papers in the area and
aims to help the continued progress in pattern recognition and its applications.
Contents:Introduction (C H Chen)Combined Neural-Net/Knowledge-Based
Adaptive Systems for Large Scale Dynamic Control (A D C Holden & S C
Suddarth)A Connectionist Incremental Expert System Combining Production
Systems and Associative Memory (H F Yin & P Liang)Optimal Hidden Units for
Two-Layer Nonlinear Feedforward Networks (T D Sanger)An Incremental Fine
Adjustment Algorithm for the Design of Optimal Interpolating Networks (S-K Sin
& R J P deFigueiredo)On the Asymptotic Properties of Recurrent Neural
Networks for Optimization (J Wang)A Real-Time Image Segmentation System
Using a Connectionist Classifier Architecture (W E Blanz & S L
Gish)Segmentation of Ultrasonic Images with Neural Networks (R H
Silverman)Connectionist Model Binarization (N Babaguchi, et al.)An Assessment
of Neural Network Technology's on Automatic Active Sonar Classifier
Development (T B Haley)On the Relationships between Statistical Pattern
Recognition and Artificial Neural Networks (C H Chen) Readership: Computer
scientists and engineers. keywords: “The emphasis of this book is genuinely on
practical techniques — a rarity in books on neural networks … there is much
here that will interest the neural computing specialist.” Neural and Computing
Applications This volume, containing contributions by experts from all over the
world, is a collection of 21 articles which present review and research material
describing the evolution and recent developments of various pattern recognition
methodologies, ranging from statistical, syntactic/linguistic, fuzzy-set-theoretic,
neural, genetic-algorithmic and rough-set-theoretic to hybrid soft computing,
with significant real-life applications. In addition, the book describes efficient



soft machine learning algorithms for data mining and knowledge discovery. With
a balanced mixture of theory, algorithms and applications, as well as up-to-date
information and an extensive bibliography, Pattern Recognition: From Classical
to Modern Approaches is a very useful resource. An accessible undergraduate
introduction to the concepts and methods in pattern recognition, machine
learning and deep learning. A self-contained and coherent account of
probabilistic techniques, covering: distance measures, kernel rules, nearest
neighbour rules, Vapnik-Chervonenkis theory, parametric classification, and
feature extraction. Each chapter concludes with problems and exercises to
further the readers understanding. Both research workers and graduate
students will benefit from this wide-ranging and up-to-date account of a fast-
moving field. Annotation. This book constitutes the thoroughly refereed
proceedings of the Second Mexican Conference on Pattern Recognition, MCPR
2010, held in Puebly, Mexico, in September 2010. The 39 revised papers were
carefully reviewed and selected from 89 submissions and are organized in
topical sections on computer vision and robotics, image processing, neural
networks and signal processing, pattern recognition, data mining, natural
language and document processing. This 1179-page book assembles the
complete contributions to the International Conference on Intelligent
Computing, ICIC 2006: one volume of Lecture Notes in Computer Science (LNCS);
one of Lecture Notes in Artificial Intelligence (LNAI); one of Lecture Notes in
Bioinformatics (LNBI); and two volumes of Lecture Notes in Control and
Information Sciences (LNCIS). Include are 149 revised full papers, and a Special
Session on Computing for Searching Strategies to Control Dynamic Processes.
This book constitutes the refereed proceedings of the 9th IAPR-TC-15
International Workshop on Graph-Based Representations in Pattern Recognition,
GbRPR 2013, held in Vienna, Austria, in May 2013. The 24 papers presented in
this volume were carefully reviewed and selected from 27 submissions. They are
organized in topical sections named: finding subregions in graphs; graph
matching; classification; graph kernels; properties of graphs; topology; graph
representations, segmentation and shape; and search in graphs. This volume in
the Springer Lecture Notes in Computer Science (LNCS) series contains 98
papers presented at the S+SSPR 2008 workshops. S+SSPR 2008 was the sixth
time that the SPR and SSPR workshops organized by Technical Committees, TC1
and TC2, of the International Association for Pattern Rec- nition (IAPR) wereheld
as joint workshops. S+SSPR 2008was held in Orlando, Florida, the family
entertainment capital of the world, on the beautiful campus of the University of
Central Florida, one of the up and coming metropolitan universities in the USA.
S+SSPR 2008 was held during December 4–6, 2008 only a few days before the
19th International Conference on Pattern Recog- tion(ICPR2008),whichwasheldin
Tampa,onlytwo hoursawayfromOrlando, thus giving the opportunity of both
conferences to attendees to enjoy the many attractions o?ered by two
neighboring cities in the state of Florida. SPR 2008 and SSPR 2008 received a
total of 175 paper submissions from many di?erent countries around the world,
thus giving the workshop an int- national clout, as was the case for past
workshops. This volume contains 98 accepted papers: 56 for oral presentations
and 42 for poster presentations. In addition to parallel oral sessions for SPR and
SSPR, there was also one joint oral session with papers of interest to both the
SPR and SSPR communities. A recent trend that has emerged in the pattern
recognition and machine lea- ing research communities is the study of graph-



based methods that integrate statistical andstructural approaches.
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